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We study a model of delegation in which a principal takes a multidimensional action
and an agent has private information about a multidimensional state of the world. The
principal can design any direct mechanism, including stochastic ones. We provide necessary
and sufficient conditions for an arbitrary mechanism to maximize the principal’s expected
payoff. A key step of our analysis shows that a mechanism is incentive compatible if and

only if its induced indirect utility is convex and lies below the agent’s full discretion payoff.
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1. Introduction

In many economic and political environments, a principal faces a better-informed but biased
agent. The principal can choose a permissible set of actions and ‘delegate’ the decision to
the agent: a firm appoints a manager to select investment levels in different projects; US
Congress delegates power to federal agencies; a legislature forms a committee to draft bills;
a regulator lets a monopolist choose prices. The principal may yield some discretion to
the agent to utilize his informational advantage but may impose restrictions on the agent’s
actions to counter his bias. Following Holmstrom (1977)), an extensive literature models such
delegation problems by assuming that both the action and the state of the world lie in a
one-dimensional space. A main result of this literature characterizes when it is optimal for
the principal to constrain the agent’s choice to lie in an interval, and this conclusion has
been used to explain why managers face spending caps, regulators impose price ceilings, and

trade agreements specify maximum tariff levels.

The assumption that the action and state space are one-dimensional is made for tractabil-
ity. In many applications, the underlying states and actions are more complex and more
realistically modeled as multidimensional: managers invest in several projects, Congress del-
egates many decisions to the EPA| and committees draft multiple bills. What mechanisms
are optimal in such multidimensional settings? How robust are conclusions obtained for one-
dimensional models? And can we still expect that relatively simple mechanisms are often

optimal?

To study these questions, we consider a principal that takes a multidimensional action
and faces an agent with private information about a multidimensional state of the world
(the agent’s type). Payoffs depend on the action and the state of the world, and transfers
are infeasible. The principal can design arbitrary mechanisms, including stochastic ones, to
maximize her expected payoff. Our main result characterizes, for an arbitrary mechanism,
when this mechanism is optimal. Often, it is optimal to delegate the decision to the agent but
to constrain the agent by requiring that her action lies in some set. For convex delegation sets,
we provide a simple characterization, which is a direct analog of conditions characterizing
when interval delegation is optimal in one-dimensional models. Even for one-dimensional
models, this approach provides new insights: our main result characterizes for arbitrary
mechanisms—not just interval delegation sets—when this mechanism is optimal. And as
corollaries, we obtain novel conditions under which some interval delegation set will be

optimal.

A key step to deriving our results lies in obtaining a simple characterization of the set of



feasible mechanisms. Given a mechanism, the corresponding indirect utility assigns to any
type the payoff this type would get by choosing his report optimally. This payoff must be
less than the full discretion payoff, i.e., the payoff this type would get if he could choose the
action without any restrictions. Moreover, our assumption that the agent’s utility is an affine
function of the state implies that the indirect utility must be a convex function because it
is the maximum of a family of affine functions. shows that any function satisfying

these two properties is the indirect utility of an incentive-compatible mechanism.

This characterization is easy to use and already helpful for one-dimensional delegation
models. Our formulation differs from the previous literature, which often considered only
deterministic mechanisms. Since the convex combination of two incentive-compatible deter-
ministic mechanisms is not necessarily incentive compatible, the set of deterministic mecha-
nisms is not even convex.ﬂ Moreover, a common approach is to first treat the model as one
with transfers and then impose that these transfers are zero. Compared to this approach,
formulating the problem via indirect utilities is more direct and provides valuable geomet-
ric insights into which mechanisms can be optimal. For the multidimensional problem, the
approach via indirect utilities provides additional benefits because it circumvents intricate

characterizations of incentive compatibility (see Rochet, 1987).

To find the optimal mechanism, we formulate the principal’s problem in terms of indirect
utilities. To illustrate and simplify the approach, we assume in that the principal’s
payoff is also an affine function of the state (we extend the analysis to more general prefer-
ences for the principal in. In this case, the problem becomes a linear program once
formulated in terms of indirect utilities, and we use linear programming duality to derive
necessary and sufficient conditions for a given mechanism to be optimal. Typically, optimal
mechanisms pool certain types, and our main result shows that a mechanism is optimal if
conditional on any pooling region, a stochastic dominance condition (using the convex order)
is satisfied. Intuitively, this condition requires that, restricted to the pooling region (where
the indirect utility function is affine), any convex indirect utility yields a lower payoff. If
the pooling regions are at most one-dimensional, the stochastic dominance condition has a
simple formulation in terms of majorization. Using this observation, we provide necessary
and sufficient conditions for a convex delegation set with a smooth boundary to be optimal.
These conditions are easy to check and are straightforward extensions of conditions that

ensure the optimality of interval delegation sets in one-dimensional models (see Amador and

1'Some earlier papers also consider stochastic mechanisms (or allow for money burning/restricted transfer)
and obtain a convex set of mechanisms; see, for example, Kovac and Mylovanov (2009)), Amador and Bagwell
(2013), Ambrus and Egorov (2017)), Amador and Bagwell (2020)), Kartik, Kleiner, and Van Weelden (2021)),
and Kleiner, Moldovanu, and Strack (2021).



Bagwell, [2013]).

The rest of the paper proceeds as follows. After reviewing the related literature, we
present our model in [Section 2l We characterize incentive-compatible mechanisms in
tion 3| and characterize optimal mechanisms in [Section 4. In [Section 5| we consider more
general preferences for the principal and extend our results in to a model with

outside options.

Related Literature The literature on delegation has focuses mainly on problems in which
the principal delegates a single one-dimensional decision and assumes that both the action
and state spaces are one-dimensional; for important contributions, see Holmstréom (1977),
Melumad and Shibano (1991)), Alonso and Matouschek (2008), Kovéac and Mylovanov (2009),
Amador and Bagwell (2013)), and Kolotilin and Zapechelnyuk (2019).

A few delegation papers do consider richer action and/or type spaces. Armstrong (1995)
considers an agent with two-dimensional private information and discusses several appli-
cations. Since the principal’s action is assumed to be one-dimensional (and only interval
delegation sets are considered), there is only limited scope to screen two-dimensional types
in his analysis. Koessler and Martimort (2012)) characterize the optimal mechanism in a set-
ting where two decisions depend on a single-dimensional underlying state. Galperti (2019)
studies personal budgeting for a consumer with self-control problems. He models the con-
sumer’s problem as a delegation problem with multidimensional information and actions but
restricts the principal’s choice to a particular class of “budgeting mechanisms”. The closest
paper to ours is Frankel (2016), which studies the delegation of several independent deci-
sions, which yield multidimensional action and state spaces. For quadratic preferences with
a constant bias, he shows that if the states are independently and identically distributed
according to normal distributions then it is optimal to delegate a ‘half space’. Without the
normality assumption, he shows that the principal’s payoff from such a mechanism con-
verges to the first-best as the number of independent decision problems grows. Frankel
(2014) also considers multidimensional delegation problems and characterizes the max-min
optimal mechanism, which maximizes the principal’s payoff against the worst-case preference

type of the agent.

The elicitation of information about multiple independent decisions from a biased agent
has been studied in general mechanism design (e.g., Jackson and Sonnenschein, 2007) and
cheap talk environments (Chakraborty and Harbaugh, 2007; Lipnowski and Ravid, [2020)).
Jackson and Sonnenschein (2007) show that by linking independent decisions, the principal’s

payoff converges to the first-best as the number of decisions grows. Our results can be used



to show how the principal should optimally link decisions, which can be important if there

are a limited number of decisions.

On a methodological level, our work is related to the literature on multidimensional
mechanism design, and in particular on multiproduct monopolists (see, e.g., Rochet, 1987}
Rochet and Choné, [1998; Manelli and Vincent, 2007; Daskalakis, Deckelbaum, and Tzamos,
2017; Haghpanah and Hartline, 2021).

2. Model

A principal chooses an action a € R"™. An agent is privately informed about the state of the
world s € S, where S C R" is compact and convex and has non-empty interior. The agent’s
payoff ua(a, s) and principal’s payoffs up(a, s) depend on both the action and the state of
the world. Specifically,

ua(a,s) :=a-s+bla), (1)

where b : R™ — R is strictly concave and differentiable, and we assume max,cgn a - s + b(a)
has a solution for all s € R”ﬂ We assume that the principal’s payoff up(a, s) is continuous,
concave and differentiable in a for each s, and the gradient V,up(a, s) is differentiable in s

for all a. In we will impose additional structure and assume
up(a,s) :=a-g(s)+ bla), (2)

where g : S — R" is continuously differentiable.

Example 1. A common specification assumes that the agent’s preferences are Euclidean, so
that the payoff from action a in state s is —|la — s||*> = 2a - s — ||a||* — ||s]|*>. After adding a
term that does not depend on the action, and hence does not change preferences over actions,

this is an instance of our payoffs.

We assume that the state s is distributed according to a probability distribution F' with
differentiable density f and support S. The principal aims to maximize her expected payoff

and can design arbitrary mechanisms.

2 Since the set of actions is unbounded, some assumptions are needed to ensure that there is always an
optimal action for the agent.



The revelation principle applies and we define a mechanism to be a function m : S —
A(R™) such that all expected payoffs are finite and integrable.rf] To simplify notation, we
extend the domain of b(-) and u;,(+, s) linearly to include probability distributions over R™, so
that b(m(s)) = Ep[b(a)] and analogously for u;(-,s). A mechanism is incentive compatible

if for all s and s’ in S,

ua(m(s),s) > ua(m(s),s).

3. Characterizing incentive-compatible mechanisms

We follow Rochet (1987) and characterize the set of incentive-compatible mechanisms in
terms of their indirect utilities. To any incentive-compatible mechanism m corresponds an
indirect utility U : R™ — R defined by

U(s) := max E[m(s")] - s + b(m(s")).

s'es

Which indirect utilities correspond to some incentive-compatible mechanism? First, any
indirect utility is convex as the maximum of a family of functions that are affine in the state
s. In some mechanism design settings with transfers, this is all it takes to be the indirect
utility of some incentive-compatible mechanism (e.g., Rochet and Choné, [1998). However,
in the absence of transfers additional restrictions apply. In particular, if the principal cannot
transfer money to the agent, the agent’s utility cannot be higher than if he was free to choose
his action. Defining the full discretion payoff h : R™ — R (i.e., the maximum payoff a type
could ever get) by

h(s) := maxa - s + b(a),

U < h is therefore clearly necessary[f The following result shows that these two conditions

characterize the set of feasible indirect utilities.

Lemma 1. An indirect utility U corresponds to an incentive-compatible mechanism if and

only if U is convez and lies below the full discretion payoff: U < h.

Intuitively, if U is convex then it would correspond to an incentive-compatible mechanism
if transfers were available and the agent had quasi-linear preferences. If the required transfers

are all negative (that is, payments from the agent to the principal) then we can use the agent’s

3 We denote by A(R™) the set of Borel probability measures on R”.
4We denote the pointwise order by <, so U < h means U(s) < h(s) for all s in the domain of U and h.
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Figure 1: The function U satisfies U(s) < h(s) for all s € S but does not correspond to a feasible
mechanism. To see this, note that there is no convex extension of U to R such that the extension
lies below h. then implies that U is not the indirect utility of any feasible mechanism.

risk aversion (coming from the strict concavity of b) to simulate these transfers via stochastic

actions. If U < h, one can indeed show that the required transfers are negative.

This last step relies on our choice that the domain of U and h is large enough. For
example, Rochet and Choné (1998)) define U only as a function on S; however, requiring
only that U(s) < h(s) for all s € S is not sufficient for our conclusion. illustrates a
convex function U defined on S which lies below h on all of S, but which does not correspond
to a mechanism because it cannot be extended to a convex function that lies below h on all
of R™ (which must be satisfied for any indirect utility by the simple implication in Lemma 1)).
Intuitively, because the slope of U for low types is very small, the lotteries assigned to those
types under a mechanism inducing U must have low expected values (much lower than the
ideal points of these types) but still yield a payoff not too far from the full discretion payoff
for low types in S. But such lotteries would yield a payoff strictly higher than the full

discretion payoff for even lower fictitious types outside S, an impossibility.

Proof. We have argued for the necessity of these conditions before the statement of the
lemma. For the converse direction, let us first recall basic observations from convex analysis.
The convex conjugate of a function U is denoted by U* and defined by U*(a) := sup,cgn @ -
s —U(s). We will use the following facts, which follow immediately from this definition: (i)
h = (=b)*, (ii) U < h implies h* < U*, and (iii) a € U(s) implies U*(a) = a-s — U(s)[]

Suppose U is convex and satisfies U < h. Let the mechanism m assign to any type s € S

°Here, OU(s) denotes the subdifferential of U at s. To see (iii), note that the definition of U* implies
U*(a) > a-s—U(s). Conversely, a € OU(s) implies that for all &', a-s—U(s) > a-s — U(s'). Taking the
supremum of the right-hand side with respect to s’ yields a-s — U(s) > U*(a).



a lottery with expected value a € OU(s) that yields the payoff a - s + b(a) — U*(a) + h*(a).
To see that such a lottery exists, note that a - s + b(a) would be the payoff for type s from
always getting action a and fact (ii) implies a-s+0b(a) > a-s+b(a) —U*(a) + h*(a). Then,
because b is strictly concave, we can assign a lottery over actions to type s with expected
value a that yields payoff a - s +b(a) — U*(a) + h*(a)[f] Since (=b)** = —b, facts (i) and (iii)
imply that the payoff of a truthful type s is U(s):

ua(m(s),s) =s-a+bla) —U*(a) + h*(a) = U(s).
It remains to show that m is incentive compatible. For all s and s/,

wa(m(s), s) = U(s) 2 U(s') + Efm(s)] - (s — )
—E[m(s)] - &' + bm(s)) +E[m(s")] - (s — ') = ua(m(s), ),

where the first inequality follows since E[m(s")] € oU(s'). Q.E.D.

illustrates for one-dimensional types and quadratic payoffs. It shows

four indirect utilities that correspond to incentive-compatible mechanisms. In |Figure 2a) all
types between s; and sy obtain their full discretion payoff and U is affine below s; and above
so. This indirect utility can be obtained by letting types choose their preferred action from
the interval of deterministic actions [s, so]. In[Figure 2b] the menu of actions from which the
agent can choose contains an additional deterministic action above s;. The indirect utility
in contains an affine piece that lies strictly below the graph of h. This part of the
indirect utility corresponds to types that obtain a stochastic action, which yields no type
its full discretion payoff. Finally, illustrates an indirect utility corresponding to a

mechanism in which types in two adjacent regions obtain a stochastic action.

Lemma 1|also illuminates a connection between optimal delegation problems and certain
Bayesian persuasion problems established in Kolotilin and Zapechelnyuk (2019) and Kleiner,
Moldovanu, and Strack (2021)). In a mean-measurable persuasion problem (see, Gentzkow
and Kamenica, 2016; Kolotilin, 2018]), the designer is choosing a Blackwell experiment that
reveals information about a one-dimensional state to a receiver. The designers payoff is
determined by the expected value of the receiver’s posterior belief; the designer’s problem is

therefore to choose a distribution of posterior means to maximize her expected payoff.

6 More formally, strict concavity of b implies that for any a € R” and nonzero d € R” there is € > 0 such
that 1/2[b(a+d) 4+ b(a —d)] < b(a) —e. Tt follows that for any a > 1, 1/2[b(a + ad) + b(a — ad)] < b(a) — ae.
Therefore, by choosing « arbitrarily large, one can design lotteries with expected value a that yield arbitrarily
low payoff to the agent.
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(a) Interval delegation (b) A deterministic mechanism

(d) A stochastic mechanism with two adjacent
(c) A stochastic mechanism stochastic actions

Figure 2: Examples of indirect utilities. The blue curves show the function h for one-dimensional
types and quadratic payoffs (i.e., assuming b(a) = —% ). The green curves show indirect utilities
corresponding to incentive-compatible mechanisms.

A distribution of posterior means, G, can be induced by some experiment if and only if
it is a mean-preserving contraction of the prior F' (Kolotilin, 2018); if the support of F' is

contained in [s,3] this in turn is equivalent to
Ua(s) ::/ G(z)dx < / F(z)dx =: Up(s)

for all s and with equality for s = 5. Clearly, Us and Up are increasing convex functions
(satisfying Ug(s) = Up(s), UL(s) = Up(s), Ua(5) = Ur(3), and U,(S) = Uk(S)). Since any
choice of Uy satisfying these properties determines a feasible choice of GG, one can model the
designer in the persuasion problem as choosing a convex function that lies below a given
convex function (and coincides with this function at s and 5), see Gentzkow and Kamenica
(2016)). illustrates therefore the close connection between the persuasion problem
and the one-dimensional delegation problem. Kolotilin and Zapechelnyuk (2019) and Kleiner,
Moldovanu, and Strack (2021)) show how the additional requirement on Ug can be satisfied
without loss of optimality (by choosing the interval [s, 5] a lot larger than the support of F'),
in which case the two problems become isomorphic. Turning to multidimensional problems,
shows that multidimensional delegation problems can also be formulated as the

designer choosing a convex function below a given function. However, multidimensional



versions of the persuasion problem do not correspond to choosing convex functions in general

and, therefore, the two problems are not equivalent in higher dimensions.

4. Characterizing optimal mechanisms

We characterize the optimal mechanisms in this section under the maintained assumption
that the principal’s preferences satisfy (2). To do so, we formulate in the prin-
cipal’s problem in terms of indirect utilities. We then state the main characterization of
optimal mechanisms in and illustrate the result for particular mechanisms. Fi-

nally, we outline the proof of the main result in

4.1. Formulating the principal’s problem

Consider an indirect utility U that corresponds to some incentive-compatible mechanism.
In general, there are many incentive-compatible mechanisms that induce the same indirect
utility; however, under our assumptions on payoffs, all such mechanisms induce the same

payoff for the principal.

Example 2. If the agent’s payoff is quadratic (i.e., ua(a, s) = a-s—i||al|*), two mechanisms
induce the same indirect utility if they assign, to any type, lotteries with the same expected
value and variance. However, if the principal’s payoff is quadratic too, she is indifferent

between these mechanisms.

To show this more generally, let m be an incentive-compatible mechanism with cor-
responding indirect utility U. Using VU(s) = E[m(s)] (by the Envelope theorem) and
U(s) = VU(s)-s+b(m(s)), the principal’s payoff from mechanism m in state s is completely
determined by U:

E[m(s)] - g(s) + b(m(s)) = VU(s) - [g(s) — s] + U(s). (3)

This observation implies in addition that the principal’s payoff is a linear function of U.
Therefore, a solution to the principal’s problem can be found at an extreme point of the
feasible set. Returning to |[Figure 2| it is easy to see that the indirect utilities in Figures
are extremal because they cannot be written as a nontrivial convex combination of
two feasible indirect utilities. In contrast, the indirect utility in can be written as

such a convex combination. This implies that whenever this mechanism is optimal, there is



another (and simpler) mechanism which is also optimal. Since in higher dimensions the set
of extremal convex functions is a lot richer than in one-dimensional settings (see Johansen,

1974; Bronshtein, |1978]), we proceed to characterize optimal mechanisms.

One disadvantage of the reformulated objective in is that the indirect utility U and
its gradient VU appear. As is standard in multidimensional mechanism design (see, for
example, Rochet and Choné, 1998), we can use the divergence theorem to reformulate the
objective function so that only U appears. For intuition, suppose first S = [s,5]. We can

use integration by parts to obtain

JU)F() + U ($)lgs) = sl (s) ds
= [U)[#(5) = llg(s) = slF ()] ds + UE)(9(5) = 5)F() = U(s)(gls) = 9)f(s). (4

In higher dimensions, we can use the divergence theorem (or integration by parts dimension-

by-dimension) to obtain the following analogue:

/ [U(s) + VU(s) - [g(s) — s]] dF(s)
= / U(s) | £(s) = div[(g(s) = s)f(s))| ds + | U(s)g(s) = sf(s) - Drs(s) dH(s),

bd S

where div denotes the divergence of a function, for any set A its boundary is denoted by
bd A, H denotes the n — 1-dimensional Hausdorff measure on the boundary of S, and ng(s)

denotes the unit outward normal vector to the convex set S at s € bd S[]

This allows us to write the principal’s problem as

max / U(s) du(s) (P)

U convex

s.t. U < h,

where the (signed) measure p is defined by

u(E) = [ v(s)dx(s),

"For a function a : S — R™ that is differentiable at s, diva(s) = > aggf). Since U, g, and f are

bounded and Lipschitz-continuous functions on the compact and convex set S, all requirements of the
divergence theorem in Pfeffer (1991, Theorem 5.19) are satisfied and his result implies [ , o f(s)U(s)[g(s) —
s]-hg(s)dH(s) = [¢div [f(s)U(s)[g(s) — s]] ds. Using the definition of divergence and rearranging terms
yields our expression.

10



A is the Lebesgue measure on S plus the Hausdorff measure on the boundary of S E| and

(s) f(s) —div[(g(s) —s)f(s)] ifse€intS
v(s) =

[g(s) — s]f(s) - fig(s) if s € bdS.
Geometric intuition We can interpret v as a virtual value for utility. Heuristically, v(s)
measures how much the principal’s payoff increases if the indirect utility of type s is increased,
but where types on the boundary get extra weight. Our formulation of the principal’s
problem suggests a geometric approach to think about optimal mechanisms. According to
, the principal aims to give those types s with v(s) > 0 a utility as high as possible, where
the full discretion payoff h provides an upper bound. Conversely, for types with v(s) < 0
the principal aims to assign utilities as low as possible, but convexity of U provides a bound

on how low the utility of a given type can be given other types’ utilities.

Let us illustrate with a one-dimensional example, where we assume that v is positive
on some interval of intermediate types and negative outside this interval (see . As
we discuss below, assumptions commonly used in the literature are sufficient for this. In
an optimal mechanism, low and high types—for whom v(s) < 0—will get utilities as low
as possible until the convexity constraint binds. This implies that the optimal U will be
affine for all types below some cutoff and will be affine for all types above some cutoff. For
the types in between, v(s) > 0, and the principal will set their utility as high as possible

and hence equal to their full discretion payoff. The optimal mechanism is therefore interval
delegation, as illustrated in (we formally establish this in [Corollary 2)).

Example 3. For a multidimensional example, assume S = [0,1]", F is the uniform dis-
tribution on S, payoffs are quadratic (that is, b(a) = —||a||?), and there is a constant bias:
g(s) = s — B for some B € R ; this implies that the principal is biased towards lower actions

in all dimensions. In this case, v simplifies to

1 if s € int S
)=y 5)
—f-1ng(s) if sebdS.

Hence, v is positive except on parts of the boundary (for example, the north east boundary
with two dimensions). The geometric arguments above suggest that there is an optimal
mechanism U where each point with v(s) < 0 is contained in an affine piece of U, and U = h

outside these affine pieces. We will return to this example below.

8 That is, \(E) = Leb(E) + H(E Nbd S) for any measurable set E, where Leb(E) denotes the Lebesgue
measure of F.

11
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Figure 3: A one-dimensional example illustrating why interval delegation is optimal if v is positive
on some interval and negative otherwise.

4.2. Optimal mechanisms

Given an indirect utility U, we let Q denote a coarsest partition of R” such that U is affine
on each partition element. We denote by {u|o}oeo a conditional measure of p given Q).
Given Q, we say that some property holds for |u|-a.e. @ € Q if there is Qy C Q such that
" (UQeQO Q) =0 and every ) € Q\ Qy satisfies the propertyﬂ

For any @ € Q, there is at most one s € @ such that U(s) = h(s) because U is an affine
function on @), h is strictly convex, and U < h. Given U, the induced partition Q, and u,
for each @ € Q if there is s € ) with U(s) = h(s) we denote by dg a Dirac mass of mass
(@) at s. If U(s) < h(s) for all s € @, then dg denotes the Null measure. For any two

measures « and (3, we write a <., 5 if [¢(s)da < [¢(s)dp for any convex function c.

Theorem 1. Suppose the principal’s preferences satisfy and let U be a feasible indirect
utility. Then U is optimal if and only if for |pl-a.e. Q € Q, ulo(Q) >0 and plg < dg-

Why are the conditions in[Theorem 1]sufficient for U to be optimal? Consider a partition
element ) € Q and suppose d¢ is a positive point mass at s*. Then any feasible indirect
utility V' will be convex, lie below U at s* with U(s*) = h(s*), and U will be an affine

9For any signed measure p, we denote the total variation of u by |u| := p* + p~, where u* and p~ are
the positive and negative parts of u, respectively.

12



function on Q). Together with the fact p|g <., d¢g this implies

/Vd,u\Qg/VdéQg/UddQ:/Ud,u\Q.

Indeed, the first inequality holds because V' is convex and pu|g <., d¢g, the second because
V(s*) < U(s*) and dg is a positive point mass at s*, and the equality because U is affine on
Q and plg <e (5Q.m It follows that conditional on the type belonging to (), the principal’s
expected payoff under U is higher than under any feasible V. If this holds for almost all
@, then U is optimal. The conclusion that these conditions are also necessary shows that
the problem can in some sense be decomposed: whenever the principal can improve U
conditional on (), she can extend this improved version to a feasible indirect utility that

yields unconditionally a higher payoff.

A particularly simple mechanism is if the principal delegates the decision to the agent,
potentially restricting the agent’s action to belong to some subset of actions. Note that any
deterministic mechanism can be implemented as an indirect mechanism in this way. For a
closed set A C S, we say that delegating to A is optimal if an optimal mechanism takes the
form that any type in A gets her ideal action, and any other type gets her most preferred
action among the ideal actions of types in A. For example, if n = 1 and A = [s, s3] then
delegating to A is optimal if there is an optimal mechanism in which any type below s; gets
the ideal action of type s, any type in [sq, So| gets her ideal action, and any type above sy
gets the ideal action of type s,. In the following we will specialize and discuss

under what conditions such a mechanism is optimal.

We can simplify the conditions in by recalling that the convex order has a
simple structure for one-dimensional spaces. A cumulative distribution function H; on a
one-dimensional interval [z, y| dominates another cumulative distribution function Hy in the

convex order if and only if Hy majorizes Hy:

/sy Hi(z)dz < /sy Hy(z)dz

for all s € [z, y] with equality for s = x (Shaked and Shanthikumar, 2007, Theorem 3.A.1).
This observation simplifies the characterization in whenever U is affine on at most
one-dimensional sets. As we will see, this is useful even if the type space is multidimensional.
To illustrate the simpler conditions, we first consider when interval delegation is optimal

with one-dimensional types (for earlier characterizations, see Alonso and Matouschek, 2008}

0T U(s) < h(s) for all s € S, d¢ is the zero measure. Therefore, the displayed inequalities are satisfied
in that case, too.
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Figure 4: Optimality of interval delegation

Amador and Bagwell, 2013)).

Corollary 1. Suppose n =1 and s1,$2 € S with s; < so. Delegating to the interval [s1, S|
is optimal if and only if

(i) v(s) >0 for all s € [s1, 2],
(i) [*(z — s)v(z)d\(z|z > s5) <0 for all s > sy with equality for s = sy, and

(i) [ (s —x)v(z) d\(z|r < s1) <0 for all s < sy with equality for s = s;.

The corollary follows from by rewriting the convex order constraint using ma-
jorization (for the following heuristic discussion, we drop any ‘almost everywhere’-qualifiers).
The partition Q that is induced by delegating to the interval [sq, s3] contains the singletons
{s} for all s € (s1,$2) and the additional partition elements (—oo, s1] and [s9,00). For any
Q = {s} with s € (s1,5s2), Condition (i) is equivalent to u|o(Q) > 0. And since p|g is a
point mass, il <. d¢ is trivially satisfied.

For ) = [s2,00), 1t|g <cx d¢ can be rewritten as Condition (ii) using the above-mentioned
formulation of the convex order in terms of majorization. Moreover, p|o(Q)) > 0 follows from
Condition (ii) after observing that the derivative of the left-hand side with respect to s and
evaluated at s, is negative (since the left-hand side equals zero for s = sy and is negative
for s > s5) and equals [J —v(z)d\(z|z > s2) = —po(Q). An analogous argument for
@ = (—o0, s1] establishes the result.

illustrates Condition (ii) of [Corollary 1} Suppose that starting with interval

delegation (represented by the solid indirect utility), the principal changes the mechanism
and assigns a lottery with expected value strictly above VU (sy) to all types above s. This
tilts the indirect utility starting at s upwards (see the dashed indirect utility) and therefore

14



increases the indirect utility for every type x > s in proportion to x — s. The change
in the principal’s expected payoff is therefore proportional to [*(x — s)v(x) dA(z]x > s9).
Consequently, condition (ii) ensures that such changes are not profitable. Equality for s = s9
implies, in addition, that it would not be profitable to marginally reduce the action for all

types above sy either.

Interestingly, the conditions identified in are in our setting equivalent to the
ones obtained in Amador and Bagwell (2013 Proposition 2a). At first glance, this might be
surprising since we characterize optimality of interval delegation in the class of stochastic
mechanisms and Amador and Bagwell characterize optimality in the class of determinis-
tic mechanisms (and stochastic mechanisms can do strictly better in general). |[Figure 4
illustrates why the conditions are the same: Suppose the principal strictly benefits from
deviating to the dashed indirect utility, which represents a stochastic mechanism. Since her
payoff is linear in U, the arguments in the previous paragraph imply that she also benefits
from deviating to the dotted indirect utility. Since the dotted linear utility corresponds to a
deterministic mechanism, we conclude that conditions (ii) in (iii) in[Corollary 1]are necessary
for interval delegation to be optimal in the class of deterministic mechanisms (and necessity
of condition (i) can be shown easily). Later, it will become clear that this equivalence is

specific to the one-dimensional setting.

For applications, it can be useful to have simple sufficient conditions that ensure interval
delegation is optimal for some interval. The following corollary provides such a sufficient

condition.

Corollary 2. Ifn =1 and {s € S : v(s) > 0} is an interval, then delegating to an interval

is optimal.

The key insight for this result is that any pooling region (i.e., any @ such that @ N S is
not a singleton) must contain types s with v(s) > 0 (since pulg(Q) > 0) and types s with
v(s) <0 (since no point measure dg can dominate a distinct positive measure in the convex
order). If v is positive on an interval, it follows that there can be at most two pooling regions,
one for low types and one for high types. A simple argument then shows that delegating to

an interval is an optimal mechanism.

Corollary 2| extends Proposition 2(a) in Amador, Bagwell, and Frankel (2018), which, in
our notation, requires v to be positive on (s,5). A simple implication of our result is the
following, which can be useful for applications (see Kovac and Mylovanov, |2009, for a related

condition for settings with quadratic preferences).
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Figure 5: Indirect utility for delegation to a conver set.

Corollary 3. Suppose the type space is one-dimensional (i.e., n = 1), and the agent has a
constant bias (i.e., g(s) = s+ for some 5 € R). If f is logconcave then delegating to an

interval is optimal.

For a one-dimensional type space, the approach used in can be used to
simplify the conditions in for any mechanism, not just interval delegation. More
generally, this approach is useful even with multidimensional types. To see this, let A be a
closed and convex set and, for any s € bd A , let N4(s) denote the normal cone to A at s.
With quadratic payoffs, types equal their ideal actions and if the principal delegates to A
and s € bd A, then all types in s+ N4(s) will choose action s. Moreover, if the boundary of
A is differentiable then N4(s) is a (one-dimensional) ray and we can again use majorization

to simplify the convex dominance conditions in [I'heorem 1|

Corollary 4. Suppose payoffs are quadratic and A C S is closed, convex, has nonempty

interior and a differentiable boundary. Delegating to A is optimal if and only if
(i) v(s) >0 for all s € A and
(ii) for all s € bd A and z > 0,

/:"(x — 2)u(s + wiia(s)) A(s + zhia(s)]s + Na(s)) < 0

with equality for z = 0.

The conditions in [Corollary 4] closely resemble those in [Corollary 1] Indeed, Condition (i)

in either case requires that v is positive on the set of types that obtain their full discretion
payoffs, and Condition (ii) (and Conditions (ii) and (iii), respectively) imposes that for each

point on the boundary the analogous stochastic dominance condition holds.
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The economic interpretation of Condition (ii) is analogous to the one of Condition (ii)
in [Corollary 1| This condition ensures that the principal does not benefit from marginally
tilting the indirect utility along line segments that are orthogonal to the boundary of A, e.g.,
the solid line segment in Observe that there is a stochastic mechanism in which
the indirect utility is increased only in a small neighborhood of the solid line segment (by
[Lemma 1)). On the other hand, there is no deterministic mechanism achieving this because
for any deterministic action the indirect utility would have to increase significantly along the
solid line segment (in order to reach the full discretion payoff for some type) and convexity
then requires that all types in a neighborhood of the line segment obtain higher indirect
utilities. This indicates that our characterization relies in the multidimensional setting on

stochastic mechanisms being feasible.

Example 3 (continued). Recall that in this example

1 if s €int S
v(s) = ) , (6)
—fp-ng(s) if s€bdSs.

If n =1, the optimal mechanism is interval delegation, where the agent is allowed to choose

any action below a cap.

Next, consider n = 2. Suppose first, as a thought experiment, that there are two agents:
For i =1,2, agent i has private information about s; (but not s; for j # i) and cares only
about the action and state in dimension i. It follows that the principal faces two independent
delegation problems, and our previous analysis implies that it is optimal to let each agent

choose any action below a cap. In effect, the agents’ choice will be the action in the red

rectangle in that is closest to the realized state.

Now compare this to the situation where there is only one agent, who has private informa-
tion about both dimensions of the state and cares about both dimensions of the action. How
can the principal improve her expected payoff? Intuitively, she can allow the agent to take
more extreme actions in one dimension if he moderates his action in the other dimension.

How can the principal optimally bundle the two decision problems?

shows how to solve this problem: if one finds a set A satisfying the conditions
stated there, delegating to this set will be an optimal mechanism. Since v is positive on the
interior of S and its south-west boundary and strictly negative on the north-east boundary
of S, Condition (i) will be satisfied if A contains no points on the north-east boundary.
Moreover, condition (i1) will be satisfied if, for every s € bd A, equality holds in Condition

(ii) for z = 0. This yields a second-order differential equation, whose solution describes the
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Figure 6: The optimal mechanism in can be implemented by letting the agent choose
any action below the blue curve. The principal benefits from bundling the independent problems to
allow the agent to choose more extreme actions in one dimension if he chooses a moderate action
in the other dimension.

boundary of the optimal delegation set. The numerical solution is shown as the blue curve

in [Figure 6,

4.3. Proof Sketch

As a first technical step, we replace U with a function that coincides with U on .S but has
better differentiability properties. Let U|g denote the restriction of U to S. The following
lemma shows that there is a smallest convex extension of Ulg to R”, and this extension
has better differentiability properties. Since the agent’s payoff and the principal’s expected
payoff depend only on the values of the indirect utility on .S, this smallest convex extension
yields the same payoffs. Moreover, if U is a feasible indirect utility then the smallest convex
extension of Ulg is also feasible by . Therefore, if U is optimal then its smallest
convex extension is also optimal and we assume in the following that U equals this smallest

convex extension.

Lemma 2. Let X C R™ be a compact convex set with non-empty interior, and U : X — R
be a convex and Lipschitz-continuous function. Then there is a smallest convex function
U :R™ — R that extends U. Moreover, U is differentiable H,_1-almost everywhere on the
boundary of X.

The last part of the lemma implies that the smallest convex extension is differentiable

p-almost everywhere, a fact we use below.E

1 As a convex function, U is differentiable Lebesgue almost everywhere. However, since p is not absolutely
continuous with respect to the Lebesgue measure (because of the extra mass on the boundary), this itself
does not ensure that U is differentiable p-almost everywhere.
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To prove [Theorem 1, we use duality in linear programming. To formulate the dual
program, it is more convenient to work with indirect utilities that are defined on a compact
domain[? But recall that it is not enough in to only require that U(s) < h(s)
for all s € S (see [Figure 1)). The following technical result ensures that we can restrict the

indirect utilities to have a compact domain as long as this domain is chosen large enough.

Lemma 3. There is a compact convexr X C R™ such that the principal’s problem can be
written as max{[ U du|U : X — R, U convez, U(z) < h(x)Vx € X}.

Formally, we show that if X O S is chosen large enough then for any solution to the above
problem there is a corresponding solution to the original problem. For a convex function U
defined on S, we consider the smallest convex function defined on R™ that extends U. If
this extension lies below h on a large set X then h(y) < U(y) for some y is possible only
if |VU(s)| is large for some s € S, i.e., the expected action for some type is large. We
show that this implies that the principal’s expected payoff is low, contradicting that U is a

solution.

Now let X be as in the above lemma and denote by U the set of convex continuous
functions that map X to R and by M the set of positive measures on X. We can formulate

the principal’s problem as follows (and call this formulation the primal problem):

max/U(s) du(s) (P)

veu

s.t. U<h

The dual problem We will show that the following problem is the dual problem:

inf [ h(s)dy(s) (D)
Ss.t. v > Wy

where >, denotes the convex order on the space of measures M: o >., ( if and only if
Jeda > [cdp for any ¢ € U such that both integrals exist.

Note that h is a convex function; therefore, if u was a positive measure, this would be a

12 This is because the dual variables will lie in the space that is dual to the space of continuous functions
with domain equal to the domain of the indirect utilities. This dual space is just the space of (Radon)
measures if this domain is compact, but would be much larger if it wasn’t compact.

19



trivial problem with solution v = pu. However, since p is a signed measure and v has to be

a positive measure, y is not feasible in general.

It is easy to see that weak duality holds, i.e., that the value of the primal problem (]E[) is
always below the value of the dual problem @ Indeed, for any feasible U and ~,

/U ) dp(s /U )dry(s /h )dy(s (7)

since (i) U is convex and pu <., v and (ii) 7 is a positive measure and U < h. The following
result shows that strong duality holds, that is the optimal values of both problems are equal

and the dual problem has a solution.

Lemma 4 (Strong duality). A feasible mechanism U is optimal if and only if there ezists a

positive measure v >, p such that
U(s) = h(s) for vy-almost every s (8)

/U ) dpu(s /U )dry(s 9)

This result is an analogue of a result in the revenue-maximization problem of a multi-
product monopolist (see Theorem 2 in Daskalakis, Deckelbaum, and Tzamos, 2017). Our
formulation of the delegation problem allows us to easily deduce strong duality. Note that
there is a convex function U such that h(z) — U(z) > 0 for all x € X. Therefore, Slater’s
constraint qualification is satisfied and standard results in linear programming imply that the
dual problem has a solution and that the optimal solutions of the primal and dual problems
achieve the same value. Since both inequalities in have to hold as equalities, [Lemma 4

follows.

Proof idea for [Theorem 1] It is easy to show that the conditions in[Theorem 1]imply that
U is optimal: by aggregating the measures g, one obtains a positive measure 7 satisfying
the complementary slackness conditions and (9) and v >, p. then implies
that U is optimal.

For the converse direction, suppose U is optimal. By[Lemma 4], there is a positive measure
v such that the complementary slackness conditions and @D hold and v >, p. Letting
u and p~ denote the positive and negative part of p respectively, this last condition is
equivalent to v + u~ >., . Strassen’s theorem then implies that v + g~ is a mean-

preserving spread of u*: one can obtain the measure v+ u~ by taking, for every s, the mass

20



u puts on s and spreading it according to a probability measure D, with expected value
s. Since U is convex, Jensen’s inequality implies that U(s) < [U(z)dDs(x) and equality
holds only if U is affine on the convex hull of the support of D,. Since equality must hold
by (9), we obtain that for all almost every @ € Q and s € @, the support of Dy is contained
in the closure of ). To simplify this informal discussion, suppose that for all Q € Q and
s € @, the support of Dy is actually contained in @) (and not just the closure of @) and
consider a partition element () of positive measure. Then the conditional measure 7|g is
positive (since v is positive) and satisfies y|g + 17 |g > 17| (since the left-hand side is
a mean-preserving spread of the right-hand side). Moreover, by (9) we get U(s) = h(s) for
every s in the support of y|g. Since h is strictly convex and U is affine on @), there is at
most one s € () with U(s) = h(s) and therefore 7|g is a point mass at this s or the zero
measure. It follows that u|g <. dg, where d¢g is a point mass at s or is the zero measure.
The proof in the Appendix follows this sketch but uses additional arguments to deal with
the case where the support of Dy is a subset of the closure of @ but not a subset of Q[

5. More general payoffs for the principal

In this section, we consider a more general specification of the principal’s preferences and
assume the principal’s payoff from action a in state s is up(a, s). We assume up is continuous,
concave and differentiable in a for each s, and the gradient V,up(a, s) is differentiable in s

for all a.

Our earlier assumptions that the principal’s preferences are given by ensures that the
principal’s expected payoff is completely determined by the agent’s indirect utility U and,
moreover is a linear function of U. For the more general preferences considered here, neither
conclusion holds in general. To illustrate the first issue, suppose the agent has quadratic
preferences and that m is an incentive-compatible mechanism that imposes nondegenerate
lotteries for a positive measure of types. Then every mechanism that imposes, for every
type, a lottery with the same expected value and variance as m induces the same indirect
utility as m, but the principal will not be indifferent between these mechanisms in general.
Hence, to find an optimal mechanism, in addition to finding an optimal indirect utility
U, one would have to optimize over which lotteries are used to induce U. However, for
deterministic mechanisms the indirect utility still determines the principal’s expected payoff

even with the more general preferences (since the gradient of U almost everywhere determines

13 Roughly, we use to show that this can only occur at points that have |u|-measure zero and
hence don’t affect payoffs.
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the deterministic action chosen by the corresponding mechanism). We use this insight to

provide sufficient conditions under which a given deterministic mechanism is optimal.

To state the result, let
k= sup{r’ € R:up(a,s) — «'b(a) is concave in a for all s}

be a measure of concavity for the principal’s payoff relative to the agent’s payoff. Given a

deterministic mechanism m with indirect utility U, define

K f(s) — div, {[vaup(w(s), §) — ks — KVB(VU(s))] f(s)} if s € int S
[Voup(VU(s),s) — ks — kVb(VU(s))] f(s) - fig(s) if s € bd S.

and

i(E) = [ () s (10)

If the principal’s payoff is given by , then 7 equals v, independent of U. With the
more general payoff, 7 measures how, starting at indirect utility U, marginally increasing

the agent’s payoff changes the principal’s expected payoff.

To state conditions under which a deterministic mechanism with indirect utility U is
optimal, let Q the coarsest partition of R"” such that U is an affine function on each ) € Q.
For any @ € Q, if there is s € Q with U(s) = h(s) we denote by Jg a point mass of mass
flo(Q) at s. If U(s) < h(s) for all s € @, let dg denote the zero-measure.

Theorem 2. Let U be a feasible indirect utility induced by a deterministic mechanism. Then
U is optimal if for a.e. Q € Q, [i|o(Q) > 0 and fi|g <c dg-

To prove [Theorem 2| we first show that the linear program

_max / Udj
Teu:U<h

is a relaxed problem for the principal’s problem: any feasible indirect utility achieves in

this problem a weakly higher value than any corresponding mechanism does in the original

problem. Moreover, we show that U achieves the same value in the relaxed problem as

the corresponding mechanism m does in the original problem. We then use to

14Recall that A is the sum of the Lebesgue measure on S and the Hausdorff measure on the boundary of

S.
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show that under the conditions stated in [Theorem 2| U solves this relaxed problem, and is

therefore optimal for the original problem.

Since fi coincides with g from if the principal’s preferences take the form in
(2), it follows that these conditions are necessary in that case. Also, one can verify that
the sufficient conditions for interval delegation to be optimal in one dimension correspond
to the ones obtained in Amador and Bagwell (2013). We use in the next section

to study a monopoly regulation problem with an outside option for the monopolist.

6. Outside option for the agent

In some economic applications, outside options for the agent arise naturally. As examples,
we discuss below applications to veto bargaining and monopoly regulation. Often, these
outside options can be formulated as a simple condition on the indirect utility of the agent,

and the indirect utility approach extends easily, as we outline in the following.

To model this outside option, consider our general model above and suppose h > 0 and
every type of the agent has an outside option that yields utility 0. A mechanism is feasible for
this model if it is incentive compatible and yields each type s € S a positive indirect utility:
ua(m(s),s) > 0 for all s € S. Clearly, any feasible mechanism induces an indirect utility
that satisfies U(s) > 0 for all s € S. Conversely, the arguments used to prove can

be used to prove the following (we omit the straightforward argument).

Lemma 5. An indirect utility U corresponds to a feasible mechanism for the model with
outside option if and only if U is convez, U(s) > 0 for all s € S, and U < h.

Let Uy :={U € U : Vs € S,U(s) > 0} denote the subset of convex functions that are

positive for all types in S. The principal’s problem can then be formulated as:

pgs [ U e

s. t. U <h.

An analogue of can be established for this setting, where the only modification
is that the convex order <., is replaced by the order <;,, where a <y, 3 if and only if
[Uda < [UdB for all U € Uy,
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Theorem 3. Consider the model with outside option and let U be a feasible indirect utility.
Then U is optimal if and only if for |u|-a.e. Q € Q, pnlo(Q) > 0 whenever U(Q) > 0 and

N‘Q <ty (SQ'

The argument to establish this result follows the argument for and is omitted
with the exception of one step. The proof of [Lemma 4] which shows strong duality between
the primal and dual problems, does not apply to the model with outside option because
Slater’s constraint qualification is not necessarily satisfied (there might be no U € U, with
U < h). Strong duality can still be established for the model with outside options by showing

that the value function has bounded slope, as is verified in the proof of the following lemma.

Lemma 6. Strong duality holds for the problem with outside options.

Veto bargaining To illustrate this model variant, consider a model of incomplete infor-
mation veto bargaining in which a proposer can make a policy proposal which the veto
player can either accept or reject (see, e.g., Kartik, Kleiner, and Van Weelden, [2021)). After
a rejection, a status quo policy remains in effect. The principal and agent have quadratic
preferences over the policy that is implemented, where the principal’s ideal policy is known
to be ap and the agent’s ideal policy s is his private information. Since the principal does
not know which policies are acceptable to the veto player—that is, which policies the veto
player prefers to the status quo policy—the principal generally benefits from eliciting the

agent’s information by committing to a mechanism.

This model can be interpreted as a delegation problem in which the agent has an outside
option of obtaining the status quo and where the principal’s preferences are independent of
the state. Let ua(a,s) = a-s— i[lal|* denote the agent’s payoff if policy a is implemented in
state s and up(a) = a-ap — %HaH2 the principal’s payoff. Let agg = 0 denote the status quo
action. Then any mechanism satisfying the outside option has an indirect utility satisfying

U(s) > 0 for all s € S and any U € Uy with U < h corresponds to some feasible mechanism.

The indirect utility approach can be used to solve the one-dimensional version of this
problem analyzed in Kartik, Kleiner, and Van Weelden (2021). This approach simplifies
their arguments because it directly yields necessary and sufficient conditions. More impor-
tantly, the indirect utility approach is a useful tool to analyze incomplete-information veto

bargaining over multidimensional policies.

Monopoly regulation with outside option As a second application, consider the opti-

mal regulation of a monopolist with unknown marginal costs without transfers (Amador and
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Bagwell, [2022). A monopolist is privately informed about his one-dimensional productivity
parameter s € S, which determines the constant marginal cost of production. A monopolist
with type s who produces output a > 0 obtains profits sa + b(a) — ¢, where ¢ > 0 is a fixed
cost of production. Alternatively, the monopolist can shut down and produce nothing, which

yields profits 0.

The regulator’s payoff if the monopolist produces a > 0 units in state s is up(a, s), which

is a weighted sum of producer and consumer surplus:
up(a,s) := sa+ bla) — clyso + v(a),

where v(a) is the weighted consumer surplus resulting from quantity a. We assume b is
b'(a)
a

strictly concave, has a Lipschitz-continuous derivative with lim, = —o00, and satisfies
b(0) = 0. Moreover, up is twice-continuously differentiable, and concave in a.ﬁ The regu-
lator’s problem is to choose an incentive-compatible mechanism to maximize her expected
payoff. Since the monopolist has the option of not producing and obtaining profit 0, any

feasible mechanism must, in addition, yield each type a profit of at least 0.

This problem can be mapped into our notation by defining u4(s,a) = s-a+b(a) — cly~o.

Given a mechanism m, let

U(s) :=sups-m(s’) + b(m(s")) — cPr(m(s’) > 0)
s'eS
and
h(s) :==sups-a+bla) — clyso.
a>0
Let s := inf{s : h(s) > 0} denote the lowest type for whom production is profitable if

no quantity constraints are imposed.

As before, U is a convex function satisfying U < h. The outside option of not producing

also requires that U(s) > 0 for all s € S. This yields one direction of the following result:

Lemma 7. U corresponds to a feasible mechanism if and only if U € Uy and U < h.

The proof is similar to [Lemma 1, However, the argument requires minor modifications
since the agent’s payoff is not a concave function of the action for small actions due to the
fixed cost. We resolve this issue by constructing a mechanism that never chooses actions in

the range where the agent’s payoff is strictly below its concave hull).

15We follow Amador and Bagwell, 2022| but slightly strengthen the assumptions on b to simplify our
arguments.
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(a) A cap allocation (b) Perturbations of a cap allocation

Figure 7: Examples of indirect utilities. The blue curves show the function h for the monopoly
requlation problem with fixed costs and an outside option to shut down. The green curves show

indirect utility U corresponding to a cap allocation. Condition (ii) in [Proposition 1| ensures that
perturbations of U illustrated by the red curves reduce the requlator’s expected payoff. Condition

(iii) ensures that perturbations of U of the form illustrated in purple reduce the requlator’s expected
payoljf.

With this description of feasible mechanisms at hand, we can analyze which mecha-
nisms are optimal for the regulator. We illustrate this by establishing when a cap allocation
(Amador and Bagwell, 2022, see) is optimal: Given a > limys, h/(s), the cap allocation ¢,
assigns output 0 to all types that strictly prefer 0 output to incurring the fixed cost and
producing a, and all higher types choosing their optimal output from the set [a,00). The

indirect utility of such an allocation is illustrated in [Figure 7|

Fix a cap allocation with indirect utility U and let s; be the highest type that does not
produce and s, the highest type that produces at the cap. In general, the curvature of the
regulator’s payoff does not equal the curvature of the agent’s payoff (since the consumer
surplus can be nonlinear in the quantity). Following the approach in Section 5.1, we can

nonetheless obtain sufficient conditions for U to be optimal. To do so, define

kf(s) = 5 [up(U'(s), 5)f(s) = ksf(s) = &b/ (U'(s))f(s)] if s € int S
U(s) == [up(U'(s),s) — ks — kb (U'(s))] f(s) if s=3
—[up(U'(s),s) — ks — b (U'(5))]f(s) if s =s.

Proposition 1. The cap allocation U is optimal if

(i) U(s) >0 for all s > s,
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(i) [ (s —z)v(x)de <0 for all s € [s1, so] with equality for s = so, and

(7ii) [ (x — s)v(x)dx <0 for all s € [sg, $1].

The interpretation of conditions (i) and (ii) is similar to before: (i) ensures that the
principal benefits from giving a high indirect utility to all types above sq; therefore, U(s) =
h(s) is optimal in this region whenever the convexity constraint is not binding. The left-hand
side of (ii) is the change to the principal’s expected payoff from types in [sq, s] if a kink is
introduced at s as illustrated by the red dotted line in [Figure 7b} therefore, condition (ii)
ensures that it is not beneficial to introduce such kinks and equality for s = s; ensures that it
is not beneficial to marginally tilt this piece of the indirect utility. Finally, (iii) ensures that
it is not beneficial to introduce a kink by increasing the utility of low types, as illustrated by
the purple dashed line. Condition (iii) does not require equality for s = sy because tilting

downward is not a feasible change to the indirect utility.

This result complements the main result in Amador and Bagwell (2022)). Our condition
ensures that a particular cap allocation is optimal. In contrast, they impose a strong condi-
tion which ensures that, for any prescribed exclusion level, a cap allocation is optimal among

allocations that do not exclude types above the prescribed exclusion level.

7. Conclusion

Our paper studies a multidimensional model of optimal delegation. A key step to analyze the
model is a simple characterization of incentive-compatible mechanisms. Using this charac-
terization, we derive conditions that are necessary and sufficient for an arbitrary mechanism
to be optimal. We also discuss how the analysis extends to more general preferences for the

principal and how to incorporate outside options.

There are various directions that may be fruitful for future research. On the theoretical
side, it would be of interest to find conditions that are simple to check and ensure that a
mechanism in some class of specific mechanisms is optimal (for example, conditions ensuring
that deterministic mechanisms are optimal, or that convex delegation sets are optimal). Re-
garding applications, it would be of interest how the multidimensional nature of information
and actions affects conclusion that have been obtained in one-dimensional models. Examples
could include bargaining over policies with rich policy spaces, or regulation of a monopolist

that has private information about both, fixed and marginal costs.
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A. Omitted Proofs

Proof of Lemma 2l Let {A;]i € I} be the family of affine functions such that, for each
i €I, A; < U and for some 2 € int X, A;(z) = U(z). Since U is Lipschitz-continuous,
the family {A;|i € I} restricted to any compact set Y C R™ is uniformly bounded and
equi-continuous. By the Arzela-Ascoli theorem, its closure {A; : j € J} is compact in the

sup-norm.

Define U(z) := max;ecy A;(x). Then U is convex and U(x) = U(x) for all x € X. It is
clear that U is the smallest convex extension of U (see also Dragomirescu and Ivan, 1992).

It remains to show that U is differentiable H,,_;-almost everywhere on the boundary of X.

Let bd X \ D denote the set of points for which the set of approximate tangent vectors to
bd X is an (n — 1)-dimensional subspace and for which the restriction of U to bd X, Ulpq x,
is approximately differentiable. Since bd X is a rectifiable set, Theorem 3.2.19 in Federer
(2014)) implies that D has H,,_-measure zero.

Consider any z € bd X'\ D and suppose towards contradiction that U is not differentiable
at . Then there are y,y' € OU(z) with y # ¢'. If y — ¢ is not a multiple of nx(x),
then Ul,qx is not approximately differentiable at x, a contradiction. Hence, y — ¢y’ =
Ay (z) for some A # 0. By Theorem D.4.4.2 in Hiriart-Urruty and Lemaréchal (2004))
there are A', A? € {AY|j € J} with A/(x) = U(z), VAI(z) € dU(x) for j = 1,2, and
VAl (xz) — VA?*(x) = Miyx(z) for some A\ > 0.

Consider a sequence A! € {A;]i € I} that converges to A' (in the sup norm) and let
T, € int X satisfy Al(z,) = U(z,). Since Al(z,) = U(x,) > A*(z,) and (VA! — VA?).
(x —x,) > 0, we get

Al(z) = Al (z,) + VAL - (v — 3,) > A*(2,) + VA - (z — x,) = A%(z) = U(x),
a contradiction. Q.E.D.

Proof of Note that b is strictly concave, differentiable, and satisfies % — —00
as |la|| — oo (since, by assumption, max, s-a+b(a) exists for all s € S). The same properties
then hold for h and the function Vh is a continuous bijection from R"™ to R™ with continuous

inverse (Corollary X.4.1.4 in Hiriart-Urruty and Lemaréchal, |2013)).

First, there is r such that in any undominated mechanism m there is s € S with
|IE[m(s)]|| < r and U(s) > —r. Indeed, if |E[m(s)]|| > r for all s € S then the princi-

pal’s payoff will become arbitrarily small as r grows because % — o0 as ||a|| = oco. If]
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for all s € S with |[|E[m(s)]|| < r it holds that U(s) < —r' for 7’ large enough, then the
principal’s payoff will be low because this implies all those types get lotteries with significant

uncertainty.

Second, this implies that there is v € R such that in any undominated mechanism, all
types get payoff at least r’. Indeed, consider an undominated mechanism m with indirect
utility U and let s € S satisfy U(s) > —r and ||[E[m(s)]|| < r. Then convexity of U implies
U(s) > —r—r|s — 5.

Let r” be large enough so that a - s+ b(a) < v’ whenever |a|| > 7" and define X :=
[Vh]7Y(B,») (where B, denotes a ball around zero with radius r”). Since Vh is one-to-
one from R™ onto R™ with a continuous inverse, X is compact. Moreover, in the problem
maxyey [ U dp subject to U < h, there is always an optimal solution that satisfies VU (X) C
B, (because in any undominated mechanism, each type gets payoff at least 7’). But the
smallest convex extension of such a solution then satisfies U(z) < h(zx) for all z € R™ (indeed,
suppose y satisfies U(y) > h(y) and let = := [Vh]"Y(VU(y)); then h(y) > h(z) + VU(y) -
(y—z)>U(x)+VU(y) - (y —x) > U(y), a contradiction).

Q.E.D.

Proof of [Lemma 4l Let C(X) denote the vector space of continuous functions on X with
the supremum norm and recall that its dual space is the space of (Radon) measures on X,
which we denote by M(X). Let V := {g € C(X) : Vz € X, g(x) > 0}; the polar cones of U
and V are defined by

u ::{WGM(X):VUGL{,/Udvzo}

V= {nyM(X):VgeV,/gdfyzO}.

The principal’s problem can be written as maxy¢y [ U du subject to h — U € V. This is
a conical linear program and its dual is inf,ey [ hdy subject to v — p € U* (e.g., Shapiro,
2010). Since V* = M, (X) by the Riesz representation theorem (Dunford and Schwartz,
1988, p.265) and p — v € U* is equivalent to v >, u, @ is the dual problem.

Since there is U € U such that h — U is in the interior of V', Slater’s condition is satisfied
and standard results imply that strong duality holds (e.g., Shapiro, 2010, Proposition 2.8).
Given , it follows that U is optimal if and only if there is a positive measure v >, u such
that [Udp = [Udy and [ U dvy = [ hd~y, which implies the result. Q.E.D.

Proof of [Theorem 1. Given s € X, we denote by Q(s) the partition element of Q that
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contains s.

Sufficiency: Let v = [dg(s) d|p|(s). Given the properties of p|g, we conclude that
v € My and suppy C {s: U(s) = h(s)}. Moreover, for all ¢ € U,

[ e () = [ [ ela) dsouo @) dlul(s) > [ [ ela) dplgg dlul(s) = [ ela) dutz).

and equality holds for ¢ = U because (i) U is affine on each Q € Q and (ii) dg > ftlg
implies [a(x)ddg = [a(x)dp|g for any affine function a € C(X). Therefore, v is feasible
for the dual problem and satisfies the complementary slackness conditions and @D We

conclude that U is optimal.

Necessity: By Lemma , U is optimal if and only if there is v € M satisfying , @,
and v >, pu. Letting 4+ and = denote the positive and negative parts of yu, respectively,
the last condition is equivalent to v + u~ >, pt. Since both sides of the inequality are
positive measures, Strassen’s theorem (see, for example, Phelps, 2001}, p. 93-94) implies that
there is a dilation D (that is, for each s, D; is a probability measure with barycenter s)

satisfying v + pu~ = [ Dydut(s).

Let pt|g be a (regular, proper) system of conditional measures (such conditional measures
exist by Example 10.4.11 in Bogachev, 2007b)), which by definition satisfies

[ ety auts) = [ [ ety dnlago ) dlul(s)

for all ¢ € C(X). Letting ag := [ Dy dpu|(s) — pulg, we claim that there is Q" € Q such that
Q' has |p|-measure 0 and, for all Q@ € Q \ Q', ag is a positive measure and its support is a
subset of QN {s: U(s) = h(s)}.

Before proving this claim, we show that it implies the necessity result: From the definition
of ag it follows that if a is a positive measure then u|g(Q) > ag(Q) > 0. Also, ag >c o
since Dy is a dilation. Moreover, if aig has support in QN {s : U(s) = h(s)} then ag is either

a point mass at Q@ N {s: U(s) = h(s)} or the zero measure, which implies the result.

To prove the claim, we show first that the support of ag is a subset of the closure of
QN{s:U(s) = h(s)} for |ul-a.e. Q. To obtain a contradiction, suppose there is @ C Q with
strictly positive |p|-measure such that, for all ' € @', the support of ag is not a subset
of the closure of (). Fix arbitrary @' € Q'. Since the support of a¢ is not contained in
the closure of @', there is a set A C ' of strictly positive u|5,—measure such that, for all
x € A, the support of D, is not contained in the closure of )'. Since Jensen’s inequality is

strict whenever the convex function is not affine on the convex hull of the support (Marshall,
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Olkin, and Arnold, 2010}, Proposition 16.C.1), we obtain

J UGl () < [ [ U@ dDy@)] duls (o)
This yields
JUs)duts) = [ [ U@ dulg @) = [ UG dulg@)] dialts)
< [1[(Jvwdn.w)) duliy @)~ [U@) dlg @)
— [ [ U ap.)du'(s) - [ U(s)au(s)

d|ul(s)

which contradicts @ We conclude that, except possibly on a |u|-Null set, the support of

aq is a subset of the closure of Q.

Second, we show that ag(s) is a positive measure for |u|-almost every s: Let

B:i={seX:secd@ncQ for Q#Q'},

and note that for any s € B, U is not differentiable at s and therefore U(s) < h(s). Since
suppy C {s : U(s) = h(s)} by (§), v(B) = 0. Moreover, u~(B) = 0 because U is con-
tinuously differentiable |u|-almost everywhere by assumption. Let G denote the o-algebra
generated by Q and note that the Borel o-algebra on X is generated by some countable
algebra {A;, As, ...} (Preston, 2008, Propositions 3.1 and 3.3). For each n and G € G,

[ aa () dinl(s) = [ [ D) diliy () = sl (An) dlsl(s)
= [ D4 du* () = i (4,0 )
>| [ Dy(A, ) =i (NG| - [ DA, +(s).
> | [ DA NG ()~ i (4,0 60)| = [ DU(ANE) ()
The bracketed term equals v(A, N G) and is therefore positive. The last term is zero since
/\GD(A NG)dut( /D (A, NGNB)du(s) — p~ (A, NGNB) = v(A,NGNB) =0
X

(recall that y(B) = p~(B) = 0). Since ag(s)(A,) is G-measurable in s, it follows that there
is a |p|[-Null set Z, such that ag)(A,) > 0 for all s € X \ Z,. Letting Z := U2, Z,, for
all s € X\ Z and Borel sets A, ag)(A) > 0 by Caratheodory’s extension theorem (see
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Bogachev, 2007a, Theorem 1.5.6 and the comment afterward).

Finally, if it is not true that for |u|-almost every s, the support of ags is a subset of
{s:U(s) = h(s)}, then [Udy < [ hdy, contradicting (). Moreover, for any s € c1Q\ Q, U
is not differentiable at s and therefore U(s) < h(s) (because U < h and h is differentiable).
We conclude that there is a collection @' C Q with |u|-measure 0 such that, for all Q € Q\Q’,
ag is a positive measure that has support on Q@ N {s: U(s) = h(s)}. Q.E.D.

Proof of Note that the partition Q induced by U has elements (—oo, s1],
[s2,00), and {s} for all s € (s1,52). For all s € (s1,s2), v(s) > 0 is equivalent to u|o(Q) > 0
and pilg <e g for Q@ = {s}[] Now consider @ = [ss,00) and let A(z|z > s5) denote the
conditional distribution of A conditional on x > s9. Since d¢ is a point mass of mass p|g(Q)

at sy, we can use majorization to rewrite p|g <., dg as

/:/;V(Z) dA\(z]z > s9)dx <0

for all s > sy with equality for s = so. Integrating by parts, this becomes condition (ii).
Moreover, since the derivative with respect to s of the left-hand side of the above inequality
evaluated at s, is negative, we obtain p|g(Q) > 0. The argument for Q = (—00),s1] is

analogous. Q.E.D.

Proof of [Corollary 2| Let U be an optimal indirect utility and Q a corresponding parti-
tion. Since p|o(Q) > 0 and plg <. dg, any pooling regionm Q) € Q must contain types

with v(s) > 0 and types with v(s) < s.

If v(s) > 0 and v(5) > 0, v is positive everywhere and the claim follows. So suppose
v(s) < 0; then there is a pooling region @ := [z,y] € Q which contains s and some s
with v(s) > 0. If v(y) < 0, then [z,y] C @ must hold and the claim follows. Therefore,
assume v(y) > 0. The measure d¢ from must be a point mass at some z € @
with v(z) > 0 (if 0 were the zero measure or a point mass at 2’ with v(z’) < 0, then
Jx—z*dulg > [x—2*ddg whenever 2* = inf{x : v(z) > 0}, which contradicts p|g <.y 0¢)-
It follows that U(z) = h(z).

If v(5) > 0 then v(s) > 0 for all s € [z,5] and delegating to [z,3] is optimal. If v(3) < 0,

repeating our previous argument implies that there is an interval [/, y'] € Q which contains

6 For s € {s1,s2}, if s € int S then v(s) > 0 follows because v is continuous on the interior of S. And if
s € bd S, there is Q € Q with @ NS = {s} and hence p|g(Q) > 0 implies v(s) > 0.

17 That is, any @ such that @ NS contains strictly more than one element.
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and U(2') = h(2'). Since v(s) > 0 for all s € [z, 2], delegating

s and some 2’ with v(2') >0
to [z, 2] is optimal. If v(s) > 0 and v(35) < 0, a symmetric argument applies. Q.E.D.

Proof of [Corollary 3| It follows from () that v(s) = f(s) [1 — ﬁ’}l((j))} for s € (s,5). If

£ > 0 then v is singlecrossing from below on (s,3) (since f is logconcave) and v(s) < 0. The

claim then follows from [Corollary 2 Q.E.D.

Proof of The corresponding indirect utility induces the partition with the
following elements: for any a in the interior of A, {a}, and for any a € bd A, the normal

cone Ny (a), which is a ray through a and orthogonal to bd A. For any such normal ray @,
condition (ii) is equivalent to p|g >, dg by the same argument as in |Corollary 1}

“«<": Condition (i) ensures that p|g, is positive for all a in the interior of A. Since it
has singleton support, fi|{as} >ce 0gq}. For any normal ray Q, plo >ce dg by condition (ii)
and p|g(Q) > 0 since [;° v(s + xnia(s)) dA(s + xna(s)|ray) > 0 follows from condition (ii).

It follows from that U is optimal.

“=": If v(a) < 0 for some a in the interior of A then there is a subset of A with positive
|p|-measure on which v is strictly negative, which implies p|g(Q) < 0 on a set of positive
measure, which contradicts optimality of U. Similarly, if v(a) < 0 for some a € bd A then it

can be shown that p|g(Q) < 0 on a set of positive measure, which contradicts optimality of

U by [Mheoren 1

If condition (ii) is violated, y|g Zcx 0¢ on a set of positive measure, which again contra-

dicts optimality of U by [Theorem 1} Q.E.D.

Proof of [Theorem 2. From Jensen’s inequality and the definition of x it follows that
Elup(m(s), s) — kb(m(s))] < up(VU(s),s) — kb(VU(s)).
Recall that U(s) = VU(s) - s + E[b(m(s))]: hence, for all s,
Elup(m(s),s)] < up(VU(s),s) = k[VU(s) - s = U(s) + b(VU(s))].

Moreover, equality holds whenever m is a deterministic mechanism.

Therefore, the following is a relaxed problem (in the sense that any incentive-compatible

mechanism achieves a weakly lower objective value in the original problem than in the relaxed
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problem):

r[rjlgg/up(VU(s), s)+ k[U(s) — VU(s) - s —b(VU(s))] dF(s) (R)

st. U<h

Therefore, whenever a deterministic mechanism solves the relaxed problem it is optimal
for the original problem. Note that the objective function is a concave function of U; in

particular, for any s and U € U,

up(VU(s),s) + k[U(s) — VU(s) - s — b(VU(s))]
<up(VU(s),s) + [U(s) — VU(5) - s — b(VU(s))] + Vaup(VU(s),5) - [VU(s) — VU(5s)]
+ n[ﬁ(s) —U(s) = [VU(s) = VU(s)] - s — VB(VU(5)) - [VU(s) — VU(S)]].

Dropping from the right-hand side terms that do not depend U, we can therefore formu-

late the following linear approximation to the relaxed problem:

max / [vaup(w(s), $)- VU (s) + [0(s) = VU (s) - s = VH(VU(s)) - vU(s)H dF(s)

s.t. U < h.

It follows that if U is a solution to this problem, then it is a solution to the relaxed problem

Using the divergence theorem, we can rewrite the objective function to get

max [ 0(s) dji(s) (LR)
s.t. U < h,

where fi is defined in . We have argued that if U is a solution to the linearized relaxed
problem (LR)), then it is a solution to the relaxed problem and therefore to the original
problem. Therefore, it suffices to apply to conclude that U solves problem

CR)[F Q.ED.

18 Alternatively, we can show directly that U solves : Let U € U satisfy U < h. Then, for a.e. Q € Q,

/U‘de g/Ud5Q g/Ud(sQ < /Ude,

where the first inequality follows because U is convex and ji|g <., dg, the second because U < h, U(s) = h(s)
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Proof of [Lemma 6l To prove the result, we parametrize the primal problem: for any
g € C(X) we denote by V(g) the value of the primal problem and by

Flg)={U cly:U < g}

the feasible set.

It is enough to show that the subdifferential of —V at h is nonempty (Shapiro, 2010,
Proposition 2.5). For this it is sufficient to show that % is bounded above (see, e.g.,
Condition 3, p. 266, in Gretsky, Ostroy, and Zame, 2002)). To this end, for any U € F(g),
we construct U € F(h) such that |U — Ul| < [|g — hl|. Given g and U € F(g), let co denote
the convex hull of a function and define U := co(min{U, h}). Clearly, 0 < U < h and U is

convex; therefore, U € F(h). Moreover,
|U = Ul < [|U — min{U, h}[| < sup max{U(s) — h(s),0} < [lg — Al
seX

where the first inequality follows because for any functions k,m € C(X), ||[co(k) —co(m)|| <

|k — m]| (see, for example, Proposition 10.3.(iv) in Simon).

Since p is bounded, it follows that [U — Udp < ||ullev||U = Ul| < |pllzvllg — Bl

Therefore, % is bounded above by |||l and the result follows. Q.E.D.

Proof of [Lemma 7. Define b(a) := b(a) — cl,50. We follow the argument in With

minor adaptations due to the fact that b is not concave.

“=7. U < h follows from the definition and U is convex as a supremum of affine functions.

If U(s) < 0, the outside option of type s is violated since type s is better off not producing.

“<=": Let sp := sup{s € R: h(s) = 0} denote the largest (possibly fictitious) type that
would choose not to produce. This type is indifferent between not producing and producing
some quantity a > 0. Given any convex U € U with U > 0, define a mechanism m as
follows: Assign to any s with U'(s) > a the action U’'(s) and to any s with U'(s) < a a
lottery between action 0 and a such that the expected value of the lottery is U'(s).

This mechanism yields each type a utility of at least U(s):

ua(m(s),s) = U'(s) - s —co(=b)(U'(s))

since the closed concave hull of b equals b for all a ¢ (0,a) and is affine on [0,a]. Since

for all s € supp dg, and do(Q) > 0, and the third (as an equality) because U is affine on @ and jig <.s 0¢.
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U(s) +U*(U'(s)) = U'(s) - s (Theorem 1.4.1 in Hiriart-Urruty and Lemaréchal, 2004) and
co(—b) = (—=b)** = h* (Theorem 1.3.5 in Hiriart-Urruty and Lemaréchal, 2004)), we get

ua(m(s),s) 2 U(s) + U"(U'(s)) = h*(U'(s)) = U(s),

where the last inequality follows because U < h implies U* > h*.

Similar to the proof of , we can reduce the utility of each type by replacing m(s)
by a lottery with the same expected value but more dispersion. Incentive compatibility of

this mechanism follows as in the proof of [Lemma 1] Q.E.D.

Proof of [Proposition 1 Let Q denote the partition such that U is affine on each par-

tition element and denote )y := (—o00,s1] and Q2 = [s1,$2]. Also, let i be the measure

corresponding to v: fi(E) := [z D(s)dz.

Since U is strictly convex except on @1 and Q9 for any @ € Q\{Q1, @2}, Q is a singleton
set and fi|lg <. 0¢ and fi|o(Q) > 0 follow from (i). For @ = @)1, let d¢ is a point mass at sy
of total mass p|g(Q). Using integration by parts, (ii) implies

/s/xﬁ(z)dzd:cgo
s1 Js1

for s € [s1, so] with equality for s = so. This implies fi|g <., d¢ and fi|o(Q) > 0. For any
Q # Q, and U € Uy with U < h, this implies

/Udﬂ]Q < /UdaQ < /UdaQ < /Udﬂ]Q,
where the first inequality holds since U is convex, the second since U(s) = h(s) for s €
supp 6¢ and U < h, and the final since U is affine on Q.

Consider now Q = Q;. Any U € U, is increasing, convex, and satisfies U (s) = 0 for
s < so. Therefore, any U can be written as a limit of positive linear combinations of

functions (s — a)*, where a € R (Shaked and Shanthikumar, 2007, p. 183). Condition (iii)
then implies that for all U € U,

| 0)dila(s) = [ O()p(s) dA(sls < 51) <0 = [ U(s) il ().

1 1 Ql

It follows that for any U € Uy with U < h, [Udp < [U dji. Q.E.D.
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